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ABSTRACT:Due to the advance of information 

and communication techniques, sharing information 

through online has been increased. As a result, 

various online services were created. However, as 

increasing connection points to the internet, the 

threats of cybersecurity have also been increasing. 

Threat Detection have nowadays become a 

necessary component of almost every security 

infrastructure. Threat detection plays an important 

role in ensuring information security, and the key 

technology is to accurately identify various attacks 

in the network. Analyzing network flows, logs, and 

system events has been used for threat detection. 

Network flows, logs, and system events, etc. 

generate big data. Big Data Analytics can correlate 

multiple information sources into a coherent view, 

identify anomalies and suspicious activities, and 

finally achieve effective and efficient intrusion 

detection. In this project,an TDS(Threat Detection 

System) with Machine learning algorithms in Big 

Data Analytics was developed.It is based on 

Random Forest (RF) Algorithm which is an 

ensemble classifier and performs well compared to 

other traditional classifiers for effective 

classification of attacks. To evaluate the 

performance of our model, experiments on KDD99 

data set was conducted. 
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I. INTRODUCTION 
Threat Detection System (TDS) solutions 

excel in monitoring network traffic and detecting 

anomalous activity. They are placed at strategic 

locations across a network or on devices themselves 

to analyze network traffic and recognize signs of a 

potential attack. The TDS works by looking for the 

signature of known attack types or detecting activity 

that deviates from a prescribed normal. It then alerts 

or reports these anomalies and potentially malicious 

actions to administrators so they can be examined at 

the application and protocol layers. This enables 

organizations to detect the potential signs of an 

attack beginning or being carried out by an attacker. 

In our project, the Threat Detection System 

(TDS) based on Machine Learning predicts the 

network attacks such as DOS, probe, U2R, R2L 

with highest accuracy. It uses RF (Random Forest) 

Algorithm. It is one of the powerful methods of 

supervised machine learning algorithm which 

improves the accuracy in the classification of attacks 

compared to other classifiers. Experiments on 

KDD99 data set will be conducted to evaluate the 

performance of the system.  

In our project, we use Random Forest 

Algorithm. It is one of the popular supervised 

classification algorithms which can be used in 

python. Random Forest is a powerful and 

versatile supervised machine learning algorithm that 

grows and combines multiple decision trees to 

create a forest. A decision tree is another type of 

algorithm used to classify data. 

[1].  Ajith Abraham et al  presented some of the 

computational intelligence paradigms which 

could be useful for designing accurate intrusion 

detection systems which could be also deployed 

in a distributed environment.Computational 

intelligence approaches for intrusion detection 

was first implemented in mining audit data for 

automated models for intrusion detection.Raw 

data is converted into ASCII network packet 

information, which in turn is converted into 

connection level information. These connection 

level records containconnection features like 

service, duration etc. Besides several machine 

learning techniques and artificial immune 

systems, several intelligent paradigms have 

been explored to create models to detect 

intrusions. Artificial neural networks (ANN) 

have been used both in anomaly intrusion 

detection as well as in misuse intrusion 

detection. Support vector machines (SVM) have 

proven to be a good candidate for intrusion 

detection because of its training speed and 

scalability. Multivariate Adaptive Regression 

Splines (MARS) is an innovative approach that 
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automates the building of accurate predictive 

models for continuous and binary dependent 

variables. It excels at finding optimal variable 

transformations and interactions, and the 

complex data structure that often hides in high-

dimensional data. Decision tree induction is one 

of the classification algorithms in the data 

mining. Classification algorithm is inductively 

learned to construct a model from the pre-

classified data set. The inductively learned 

model of classification algorithm is used to 

develop IDS. 

[2]. Arafat Ali presents a proposed model of  

monitoring part of the Common Intrusion 

Detection System(CIDS) using petri-nets 

modeling technique.It enhances the security of 

the system by monitoring system activity and 

detecting unusual behaviour.These system 

collect audit data which are the only way to 

built a real secure system.Petri-net is a powerful 

technique because it detects whether there is 

defect or not. It also has an advantage that it 

solves the problem that may occur due to 

concurrency of activities. 

 

[3]. Fawaz Mokbal et al proposes a robust and 

effective intrusion detection framework based 

on the ensemble learning technique using 

Extreme Gradient Boosting (XGBoost) and an 

embedded feature selection method. The 

CICIDS2017 most up-to-date real-world 

intrusion dataset is used, including the most 

cutting-edge and common attacks and the 

benign samples. All dataset files are integrated 

into one dataset and derivative a uniform subset 

of features representing all attacks. The 

proposal IDS performance is evaluated in both 

multi-classification and binary problems. The 

proposed framework has successfully exceeded 

several evaluations on a big testing dataset and 

achieved remarkable and significant results 

with an accuracy overall, precision, detection 

rate (sensitivity), specificity, F-score, false 

negative rate, false positive rate, error rate of 

99.90%, 99.90%, 99.97%, 99.90%, 99.90%, 

5%, 0.2%, and 0.1%, respectively, in terms of 

the weighted average of multi-classification. 

Moreover, the achieved results of binary-

classification are also remarkable. The 

evaluation results show that the strategy used 

with the IDS achieves noteworthy results in 

both the multi classification problem and binary 

problem. Moreover, results show that the 

proposed IDS framework is able to handle the 

huge and imbalanced dataset problem 

effectively and efficiently. 

 

[4]. Heitor Scalco Neto et al proposes a 

methodology to build an Online Network 

Intrusion Detection System by using the 

Computational Intelligence technique called 

Random Forests and an API to preprocess the 

network packets. The random forests technique 

is applied and assessed to define the method 

efficacy of the intrusion detection in a 

computational environment. An Application 

Programming Interface (API) was developed 

for the proposed NIDS to operate in a real 

environment. The developed API can perform 

experiments with various network infrastructure 

simulations and in a real environment. The 

training of the technique was performed with 

the ISCX network traffic database. From the 

developed API, an auxiliary database was 

created for a test to address alternative traffic 

types to those found on ISCX in a smaller scale 

network, with various operational systems. This 

can test the effectiveness of the method 

conducted on different infrastructures and 

modes of use. The results indicate and average 

score around 98% with ISCX database and 

Random Forest technique and 96% with the 

testing database. The principal findings 

obtained suggests the feasibility of using the 

Random Forests technique to solve intrusion 

recognition problems in computer networks. 

[5]. Rajni Tewatia and Asha Mishra discussed many 

approaches to implement the intrusion detection 

system. To improve the performance of an IDS 

these approaches may be used in combination 

to build a hybrid IDS so that benefits of two or 

more approaches may be combined. The 

proposed hybrid approach gives better 

performance over individual approaches. The 

data instances include two clusters: intrusive 

cluster and normal cluster through the 

clustering algorithm and after that apply soft 

computing Approach to make system adaptive 

and automated because soft computing is a 

supervised approach that needs training of data. 

With the help of any of the above discussed 

techniques, algorithms may be designed so that 

network becomes safe and secure. 

[6]. Shadi I. Abudalfa et al, focuses on developing 

intrusion detection system that uses supervised 

learning technique. It was evaluated the 

performance selected classifiers by using five 

evaluation metrics: confusion matrix analysis, 

Classification Accuracy, Precision, Recall and 

F1-Score. The CSE-CIC-IDS2018 dataset is 

used for training and testing data. The used 

dataset is publicly available for researchers. It is 
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collected through a collaborative project 

achieved by the Communications Security 

Establishment (CSE) and The Canadian 

Institute for Cybersecurity (CIC). This dataset 

includes a detailed description of intrusions 

along with abstract distribution models for 

applications, protocols, or lower-level network 

entities. The dataset includes seven attack 

scenarios: Brute-force, Heartbleed, Botnet, 

DoS, DDoS, Web attacks, and infiltration of the 

network from inside. The used attacking 

infrastructure includes 50 machines and the 

victim organization has 5 departments includes 

420 PCs and 30 servers. To make the presented 

NIDS user friendly, a web application using 

python 3 with Django framework was also 

developed. The experimental results show that 

the highest accuracy is about 96.974% with 

using Decision Tree (DT) technique. 

[7]. Subhash Waskle et al  proposed an approach to 

develop efficient IDS by using the principal 

component analysis (PCA) and the random 

forest classification algorithm. Where the PCA 

will help to organize the dataset by reducing the 

dimensionality of the dataset and the random 

forest will help in classification. The intrusion 

detection system works for the improvement of 

the system, which is affected by the intruders. 

This system can do the detection of the 

intruders. The proposed system tries to 

eliminate the existing problems related to the 

previous work. The proposed system consists of 

the two methods that are principal component 

analysis, and the other one is the random forest. 

The principal component analysis is used for 

the reduction of the dimension of the dataset; by 

this method, the dataset quality will be 

improved as the dataset may contain the correct 

attributes. After this, the random forest 

algorithm will be applied for the detection of 

the intruders, which provide both the detection 

rate and the false alarm rate in an improved 

manner as compared to SVM. 

[8]. Yogesh and Dr. G. Suresh Reddy , conducted 

experiments to determine which model using 

NSL-KDD dataset could attain classification 

and accuracy. The classification algorithms are 

used for analyzing NSL Dataset with Attributes. 

The classification used in this project are 

support SVM, RFC, K Neighbors Classifier, 

Logistic Regression, Naive bayes. NSL is a data 

set designed to alleviate a few of the underlying 

issues in the old version data set. Assume it 

could be used as a useful standard set of data 

for comparing different intrusion detection 

methods by researchers due to a scarcity of 

publicly available network-based IDS data sets. 

For models that use the Random Forest 

Classifier,feature selection and cleaning are 

crucial. The accuracy of results using Random 

Forest is around 0.997, which is significantly 

greater than the 0.9067 accuracy of Naive 

Bayes. When compared to the other algorithms, 

the accuracy of the results produced by Naive 

Bayes is lower. The results show that the 

Random Forest classifier outperforms the Naive 

Bayes classifier in terms of ability and 

accuracy. In comparison to Naive bayes, the 

random forest takes less time to train and test 

the dataset. 

 

II. SYSTEM DESIGN 
 

 
Fig. 1. THREAT DETECTION USING RF ALGORITHM 



 

      

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 5, Issue 3 March 2023,   pp: 774-780 www.ijaem.net    ISSN: 2395-5252 

 

 

 

 

DOI: 10.35629/5252-0503774780          |Impact Factorvalue 6.18| ISO 9001: 2008 Certified Journal     Page 777 

Fig.1. depicts the process in threat detection 

system.The threat detection system performs the 

following processes 

 

 Data Preprocessing 

The first technique on this project is to 

preprocess the data.In this phase, dataset reading 

and attack type feature adding is done where the 

attack type has five different values such as DoS, 

normal, probe, R2L,U2R. Next, find the missing 

values of all the features, if not found move to next 

process. 

 

 Feature Mapping  
Apply feature mapping to all the features 

and remove all the unimportant features before 

modeling. The tool used in this project is jupyter. 

Jupyter is an open-source web application used for 

data cleaning and transformation, machine learning 

and much more. 

 

 Modeling 

 In modeling, first dataset splitting has 

done. The collected data is split in two: a training 

and a  testing dataset. First collect training dataset 

and delete the unwanted data called data cleaning.  

After data cleaning,feature extraction is 

applied to the dataset for dimensionality reduction 

by which an initial set of raw data is reduced to 

more manageable groups for processing. 

A characteristic of these large datasets is a 

big wide variety of variables that require plenty of 

computing sources to process based on this it 

classify patterns and testing can be performed 

based on the classifier.  

The attack can be detected by applying 

machine learning classification algorithms such as 

Naive Bayes, Decision Tree, SVM and Logistic 

Regression to create distinct models by dividing 

into testing and training sets. 

 

 Analyzing Accuracy 

The next process is to analyze the training 

and testing accuracy of each model and compare 

the results to build the predictive model.From the 

analysis of the each model, it shows that Random 

Forest yields the better accuracy. 

 

III. IMPLEMENTATION 
Random forest algorithm: 

Random Forest is an ensemble 

learning method for classification, regression and 

other tasks that operates by constructing a 

multitude of decision trees at training time and 

outputting the class that is the mode of the classes 

(classification) or mean prediction (regression) of 

the individual trees. Random decision forests 

correct for decision trees habit of over fitting to 

their training set. 

 

Importance Of RF Algorithm: 

Random forest (RF) is an ensemble 

classifier used to improve the accuracy. Random 

forest consists of many decision trees. Random 

forest has low classification error compared to 

other traditional classification algorithms. Number 

of trees, minimum node size and number of 

features used for splitting each node.  

When constructing individual trees in 

random forest, randomization is applied to select 

the best node to split on. This value is equal to √A, 

where A is no. of attributes in the data set. 

However, RF will generate many noisy trees, 

which affect accuracy and wrong decision for new 

sample. Below are estimated accuracy of detection 

rate for several attacks. 

 

Algorithm: Random forest modeling for network 

IDS 

Input: KDD99 dataset 

Output: Classification of different type of attacks 

Step 1: Load the dataset 

Step 2: Apply pre-processing technique 

Discretization 

Step 3: Cluster the dataset into four datasets. 

Step 4: Partition the data set into training and test 

Step 5: Select the best set features using feature 

subset selection measure Symmetrical uncertainty 

(SU) Symmetrical uncertainty compensates 

information gain 

SU(X, Y) = 2[I G(X/Y)/H(X)H(Y )] 

Step 6: Data set is given to Random forest for 

training 

Step 7: The test data set is then fed to random 

forest for classification 

Step 8: Calculate accuracy score, recall, precision, 

f-measure. 
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IV. RESULT 

 
Fig.2. Feature mapping 

 

 
Fig 3.Decision Tree 

 
Fig 4. Classifiers 
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Fig 5. Logistic Regression Model Evaluation 

 

 
Fig 6. Model Evaluation 

 

V. ADVANTAGES 
The advantages of using RF Algorithm are 

1) Generated forests can be saved for future 

reference. 

2) Random forest overcomes the problem over 

fitting. 

3) In RF accuracy and variable importance is 

automatically generated 

 

VI. CONCLUSION 
This project deals the Random Forest (RF) 

algorithm to detect four types of attack like DOS, 

probe, U2R and R2L. Feature selection is applied 

on the data set to reduce dimensionality and to 

remove redundant and irrelevant features. We 

applied symmetrical uncertainty of attributes which 

overcomes the problems of information gain. The 

proposed approach is evaluated using KDD 99 data 

set. We compared our random forest modelling 

with Decision trees algorithm classier in terms of 

accuracy score, recall, precision, f-measure, I will 

try to apply evolutionary computation as a feature 

selection measure to further improve accuracy of 

the classifier 
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